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Lecture Recap

▪ Common Paradigms

 Supervised vs. Unsupervised Learning

 Regression vs. Classification

 Prediction vs. Inference

 Accuracy vs. Interpretability

▪ Bias-Variance Tradeoff

▪ K-nearest neighbor classifier
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Accuracy vs. Interpretability

1

Subset Selection
Lasso

Least Squares

Generalized Additive Models
Trees

Bagging, Boosting

Support Vector Machines

Neural Networks
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Assessing model accuracy

In regression, we assess the quality of fit by mean squared error (MSE)

▪ over training data, it is defined as

𝑀𝑆𝐸 =
1

𝑛
෍

𝑖=1

𝑛

𝑦𝑖 − መ𝑓 𝑥𝑖
2

which we typically refer to as the training error

▪ we are generally more interested in the error over unseen data

𝑎𝑣𝑔 መ𝑓 𝑥0 − 𝑦0
2

which we typically call the test error or generalization error
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Flexibility
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Bias-Variance Decomposition

1

Synthetic data example 3
Highly nonlinear function

Synthetic data example 2
Almost linear function

Synthetic data example 1
Moderately nonlinear function

Flexibility

1
.0

2
.0

2
.5

2 20

1
.5

0
.5

105

0
.0

Flexibility
1
.0

2
.0

2
.5

2 20

1
.5

0
.5

105

0
.0

MSE

Bias

Var

8



Lecture Recap

▪ Common Paradigms

 Accuracy vs. Interpretability

 Supervised vs. Unsupervised Learning

 Regression vs. Classification

 Prediction vs. Inference

▪ Bias-Variance Tradeoff

▪ K-nearest neighbor classifier

1 9



Nearest Neighbors

𝒌-nearest neighbors (𝒌NN) 

Classifies each point to the majority class among its 

𝑘 nearest neighbors, i.e.

arg max
𝑗=1,…,𝑘

1

𝑘
෍

𝑖∈𝒩0

𝐼(𝑦𝑖 = 𝑗)

where 𝒩0 are the 𝑘 data points nearest to 𝑥0

1

overtrained
model too complex

𝑘𝑁𝑁 with 𝑘 = 1
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